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AN OKEFENOKEE FOOD WEB

Recent weather conditions have caused a dramatic increase in the insect population of the
Okefenokee Swamp area. The insects are annoying to people and animals and health officials are
concerned there will be an increase in disease. Local authorities want to use an insecticide that
would literally wipe out the entire insect population of the area. You, as an employee of the
Environmental Protection Agency, must determine how detrimental this would be to the
environment. Specifically, you are concerned on the effects on the food web of six animals
known to populate the swamp.

Consider the following digraph of a food web for the six animals and the insects that are causing
the problem.
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A digraph is a directed vertex edge graph. Here each vertex represents an animal or insects.
The direction of the edges indicates whether an animal preys on the linked animal. Far example,
raccoons eat fish. (Note: the food web shown is simplified. Initial producers of nutrisnts,
plants, have not been included.)

Adjacency matrices can be used in conjunction with digraphs. If we consider just the

relationships between raccoons, fish, and frogs in the food web shown, an adjacency matrix
would be
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FIGURE 2.13 An adjacency matrix representation for the graph shown in Fig. 2.2.

“we= contains a subset of the edges of G that form a tree spanning every vertex of G,
ce the name spanning tree.

24 GRAPH REPRESENTATION

s use graphs in a computer program, we have (o represent them in the computer.
There are two common representations: adjacency matrix and adjacency list. The
simice of one or the other depends on the operations needed to deal with the graph
_sad whether the graph is dense or sparse. We will discuss this aspect in Section 2.5.

241 Adjacency Matrix

=maph G with n vertices can be represented by a (n x n) adjacency matvi
= 2.13 for an example. The rows and columns correspond to the vertices
mrix-element A;; = 1 if and only if there is an edge between the vertices v; and vj
4 Ajj = 0 otherwise. The adjacency matrix of an undirected graph is symmetric,
g is, Aij ] Aj;.

 The simplest way to implement an adjacency matrix is as an array [1...n,1...n]
= mumbers or boolean values. Adjacency matrices are often used to represent bio-
al networks as their structure is very simple and matrix operations can be directly
d. However, adjacency matrices need a lot of memory, n? places for a network
n elements. Furthermore, several algorithms have a longer running time if they
= based on this network representation. In particular for graphs with a low number
es in relation to the number of vertices, another representation, the adjacency
ally more efficient.

Adjacency List o KSF(OR{GG‘\Q

raph G with n vertices can be represented by n lists, see Flg 2.14 for an example.

cach vertex v € V, alist L,, conlains all edges incident to this vertex (and therefore
estices adjacent to it).

common way to implement an adjacency list is an array |1 . .. n] of lists.
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swing the nomenclature of Chapter 2, a network is formally represented by a
# G = (V, E), consisting of a set V of Ny vertices and a set E of Ng edges.
gistinguish between undirected graphs, whose vertices are connected by edges
iput any directional information, and directed graphs (digraphs), whose edges
ies directional information. Additionally, in weighted graphs, each edge (directed
mdirected) is associated with a scalar value, quantifying a possible interaction
g‘lh, a cost, or a flow on the respective edge.

; most cases, a network is represented by its adjacency matrix A, with entries
= 1 indicating that there exists an edge between vertex n; and nj, and A;; =0
gwise. For undirected networks, the adjacency matrix is symmetric A;; = A j;. For
#ed networks, the elements of the adjacency matrix are replaced by nonbinary

values.

ia.ever in particular for sparse networks, that is, networks where the number of
g is much smaller than the number of possible edges Ng < N2, the adjacency
i becomes computationally inefficient in terms of memory allocation. Alter-
m\f the network can be specified by a set of adjacency lists, consisting of Ny
ithat enumerate to which other vertices each vertex connects, see also Chapter 2.
{adjacency matrix, as well as the adjacency lists, have their unique advantages
i@sadvantages in terms of computational efficiency. A schematic example of both
izsentations is given in Fig. 3.2.

Distance, Average Path Length, and Diameter

metwork consisting of Ny vertices, the distance d;; between any two vertices
#ad n; is given by the length of the shortest path between the vertices, that is,
Sﬁnimal number of edges that need to be traversed to travel from vertex n; to
[¥%e shortest path between two vertices does not have to be unique, often there
& several alternative paths with identical path length. For directed networks, the
e between two vertices n; to n; is usually not symmetric d;; # d;. Likewise,
ed, as well as disconnected networks, thal is, networks consisting of two or
#= isolated components, there might not always be a path that connects vertex n;
.. In such a case, the distance between the respective vertices is infinite dj j = 00.
. 3.2 for examples.
diameter dm = max(d;;) of a network is defined as the maximal distance of
ir of vertices. The average or characteristic path length d = {d;;) of a network
as the average distance between all pairs of vertices. In the case of infinite
uces, the average inverse path length der = (1/d;;), also referred to as efficiency,
used to specify the average path length within the network. In this case, a fully
ed network d;; = 1 Vi, j has an efficiency desr = 1, whereas large distances
onnected components (using the limit 1/d;; — O for d;j — o0) reduce the
cy of the network.
= situation is slightly less straightforward il weighted networks are considered.
. we are faced with the possibility to take additional information into account.




