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Conclusion

• Awaiting survey outcomes will provide clarity on the most effective tonality for our target demographic.

• Post-survey analysis, we plan to integrate its insights with our current research findings to create a chatbot 

tailored for the Hispanic community suffering from food insecurity.

Future Work

Food insecurity significantly impacts the U.S., with 10.2% of households affected in 2021, and 17% of these being Hispanic1. The issue persists, especially in New York City, where nearly 29% of food-insecure households are Hispanic2. Our research explores the use of GPT models (GPT-3, GPT-3.5, and GPT-4) to bridge the gap between food 
organizations and the Hispanic community via AI-generated content. We manipulated tonality, temperature, and token count to generate varied content and employed techniques like Jaccard Similarity, Doc2Vec, BERT embeddings, and Pearson Correlation Coefficient for analysis. Visual tools such as UMAP and heat maps helped in content 
assessment. The goal is to tailor messages effectively for various online platforms, ensuring resonance with specific audiences. Plans for real-world feedback include a comprehensive survey targeting the Hispanic community to evaluate AI-generated tonality reception. This will guide the development of an AI chatbot connecting food 
organizations with the Hispanic community. While our focus is on the Hispanic demographic, our approach holds potential for broader digital outreach across different communities and sectors. 

Abstract

Food insecurity remains a pressing challenge in the US, with the Hispanic community bearing a 

disproportionate burden. In our interconnected era, the power of effective communication through platforms 

like social media is undeniable. The potential of Artificial Intelligence (AI), especially the Generative 

Pretrained Transformer (GPT) models, offers a hope for enhanced outreach to communities in need. With 

their adept text-generation capabilities, these models are suitably equipped to produce content tailored for 

diverse platforms, from detailed websites to engaging social media posts. This research explores AI’s 

capabilities by combining textual analytics and anticipating the insights from a future comprehensive survey 

targeting the Hispanic community. Together, these efforts aim to bridge the gap between essential food 

resources and those in need.

Introduction Results/Discussion

In the age of digital communication, the evolution of Artificial Intelligence (AI) models has transformed the 

way content is generated and tailored. Generative Pre-trained Transformers (GPT) are at the forefront of this 

technological advancement. Originating from the broader family of transformer models, GPT's design 

enables it to produce human-like text based on the patterns it identifies from vast amounts of data it's trained 

on. With versions of GPT evolving from GPT-3 to GPT-4, the enhancements in text generation and 

understanding have been substantial. These models, equipped with adjustable parameters like tonality, 

temperature, and token count, offer unparalleled customization in content creation. As the digital realm 

becomes a primary source of information for many, the capability of GPT models to effectively bridge 

communication gaps holds significant promise for diverse applications.

Background

• Problem Identification: addressed the communication gap experienced by food-insecure Hispanic 

communities, focusing on effective AI-driven communication tools to bridge this gap.

• Data Collection: Extracted 25 diverse social media posts from platforms like Instagram, Twitter, and 

Facebook, and some from general information websites. These posts served as real-world examples to 

analyze and enhance using AI models.

• GPT API Integration: Developed a Python script to connect to the GPT models (GPT-3, GPT-3.5, and 

GPT-4) using an API key. This allowed for a comparative approach to evaluate the capabilities and 

effectiveness of different GPT versions.

• GPT Model Text Generation: Using the API-connected script, transformed each original post into three 

different tonalities (simpler, empathetic, persuasive) across the three GPT models.

• Customization of GPT Settings: Adjusted features like token count and text temperature for each GPT 

model, producing variations of each post, creating content tailored to different audience segments.

• Textual Comparison Techniques: Employed techniques such as Jaccard Similarity, Doc2Vec 

Embeddings, BERT Embeddings, Cosine Similarity, and Pearson Correlation to understand the 

effectiveness and resonance of AI-generated content versus the original posts.

• Visualization of Text Embeddings: Utilized UMAP methodology, along with heatmaps, to visualize the 

text embeddings, highlighting the semantic differences and similarities between outputs from different 

GPT models.

• Real-world Application & Chatbot Development: A chatbot, currently in the developmental phase, 

will be fine-tuned based on insights from the textual comparison of this research and the results of the 

upcoming survey. The goal is to enhance user engagement and tailor the chatbot's communication style 

to resonate better with the target Hispanic communities.

Methodology/Approach Analyzing various text tonalities revealed that the 'empathetic' tone often mirrors the original 
content closely, while 'simpler' versions tend to diverge more significantly. The results with 
'persuasive' tonality varied, indicating its application might be more context-sensitive. Given the 
unique requirements of different social media platforms, tailored content generation approaches are 
essential. Twitter, with its emphasis on briefness, is best suited for a temperature of around 0.3, 
ensuring content clarity. In contrast, platforms like Instagram and Facebook, which accommodate 
lengthier content, benefit from temperatures ranging from 0.5 to 0.7. This range balances originality 
with consistency, with a leaning towards the 'empathetic' tonality. For comprehensive formats such 
as articles, a temperature setting of 0.7 offers an optimal blend of creativity and relevance. It’s 
essential to adjust tonality, token count, and temperature harmoniously to platform constraints and 
audience expectations to ensure efficient communication.

Results/Discussion (Continue)
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Figure 3: Visualization Using UMAP Projections

Textual Variability Across Models
All three GPT models demonstrated high adaptability in generating content across the chosen tonalities. 
However, GPT-4, given its advanced architecture, exhibited nuanced language patterns and a slightly higher 
alignment with the desired tones.
Important to not, that while GPT-4 Model produces the best results, it is significantly slower than GPT-3.5. 
The speed of the text generation is significant for developing a chatbot. 

Figure 1: Variations in Text Tonalities Produced by the GPT-4 Model

Figure 2: Numerical Analysis of Text Similarity Illustrated Through Heatmaps

Analysis of the similarity

Twitter Post

Facebook Post

Instagram Post

• Adjusting token count influenced the length and depth of generated content. Shorter tokens led to more 

concise messages, while longer tokens allowed for in-depth exploration of the topic.

• Temperature adjustments unveiled a spectrum of content creativity. Lower temperature settings led to 

more predictable outputs, while higher temperatures led to more diverse and inventive content.

• For more than 50% of cases, the empathetic tone displayed the 

highest similarity to the original text, indicating that it retains 

much of the original content’s meaning.

• The simpler tone, especially in the case of larger text samples, 

was usually differentiating from the original text the most.

• Pearson Correlation was used to indicate the similarities between 

the original text and its respective tonalities. Showing the 

similarity between 70% to 90% for all samples.

Examples of Similarity Matrices

Pearson Correlation Example

Heatmaps Examples

• Each point of the graph represents one of the text 
embeddings reduced to 2 dimensions.

• The position of each point in this 2D space is 
determined by its similarity to every other point. 

• Each color represents one of the tonalities.
• The visual representation highlights varying 

degrees of similarity between text samples, with 
some samples displaying closer affinity than 
others.

• Text samples that were inherently similar in their 
original form maintained their similarity across 
tonalities.

• The persuasive tonality consistently exhibited 
high similarity across multiple samples, while 
the other two tonalities varied from sample to 
sample.

UMAP Plot (25 Samples of Text)

UMAP Plot with Interactive Visualizations
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