
Networked Computing in the 1990s

Author(s): Lawrence G. Tesler

Source: Scientific American , Vol. 265, No. 3, SPECIAL ISSUE: Communications, Computers 
and Networks: How to Work, Play and Thrive in Cyberspace (SEPTEMBER 1991), pp. 86-93

Published by: Scientific American, a division of Nature America, Inc.

Stable URL: https://www.jstor.org/stable/10.2307/24938717

 
REFERENCES 
Linked references are available on JSTOR for this article: 
https://www.jstor.org/stable/10.2307/24938717?seq=1&cid=pdf-
reference#references_tab_contents 
You may need to log in to JSTOR to access the linked references.

JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide 
range of content in a trusted digital archive. We use information technology and tools to increase productivity and 
facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. 
 
Your use of the JSTOR archive indicates your acceptance of the Terms & Conditions of Use, available at 
https://about.jstor.org/terms

Scientific American, a division of Nature America, Inc.  is collaborating with JSTOR to digitize, 
preserve and extend access to Scientific American

This content downloaded from 
�������������128.228.0.62 on Mon, 14 Sep 2020 17:18:25 UTC�������������� 

All use subject to https://about.jstor.org/terms

https://www.jstor.org/stable/10.2307/24938717
https://www.jstor.org/stable/10.2307/24938717?seq=1&cid=pdf-reference#references_tab_contents
https://www.jstor.org/stable/10.2307/24938717?seq=1&cid=pdf-reference#references_tab_contents


Networked Computing 
in the 1990s 

Computers began as cumbersome machines served by a technical 
elite and evolved into desktop tools that obeyed the individual. 

The next generation will collaborate actively with the user 

I
n the 1970 film Colossus: The For­
bin Project, a computer climbs to 
world domination from the caverns 

of a hollowed-out mountain, where cab­
inets decked with flashing lights and 
spinning tape drives are tended by an 
army of white-coated programmers. 

The stereotype changed between 
1977 and 1982, when personal comput­
ers entered homes and offices. The new 
reality was reflected in movies soon af­
terward: the 1987 film Wall Street, for 
example, portrayed a machine that had 
shrunk to desktop size, its lights and 
tapes replaced by a cathode-ray tube, 
a keyboard and a mouse (that is, a roll­
er that manipulates a pointer on the 
screen). The priesthood of program­
mers had vanished, to be replaced by a 
single user-in this case an investment 
banker-for whom the computer was a 
tool, not a calling. 

Movies of the 1990s will portray the 
machines as inconspicuous devices­
more like watches than clocks. They will 
have thin, flat screens, microphones 
or styli instead of keyboards, and wire­
less transmitters rather than cable­
bound modems. Moreover, their relation 
to the user will change from that of an 
isolated productivity tool to that of an 
active collaborator in the acquisition, 
use and creation of information, as well 
as a facilitator of human interaction. Of 
course, these predictions and others I 
shall presently make reflect my person­
al views. Most, however, are widely ac­
cepted in the computing profession. 

It is generally believed, for example, 
that the computer will come to play a 
much more active role by collaborating 
with the user. The collaborating agent 
may not even be confined to a particu­
lar device. It might move, for example, 
from palmtop to mainframe data base 
to desktop. The user, moving from of­
fice to car to meetings, might give an 
electronic agent the following tasks: 

by Lawrence G. Tesler 

o On what date in February did I 
record a phone conversation with Sam? 

o Make me an appointment at a tire 
shop that is on my way home and is 
open after 6 P.M .. 

o Distribute this draft to the rest of 
the group and let me know when 
they've read it. 

o Whenever a paper is published on 
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fullerene molecules, order a copy for 
my library. 

Programmers will make agents seem 
intelligent by endowing them with cer­
tain reasoning capacities. Agents will 
consult data bases, and when stumped 
they will ask the user for guidance. 
They will be rather like a human as­
sistant, except that they will lack intu-
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. ition and the ability to improvise. They 
will , however, be able to identify re­
current patterns in the user's work , 
inspect incoming messages and take 
note of deadlines. Armed with such 
information, agents will often antic­
ipate needs before the user has ex­
pressed them or has even become 
aware of them. A mobile computer 
might catch up with its user at break­
fast time: 

• You asked me when you last re­
corded a phone conversation with Sam. 
It was on February 27. Shall I play the 
recording? 

• You scribbled a note last week that 
your tires were low. I could get you an 
appointment for tonight. 

• Laszlo has discarded the last four 
drafts you sent him without reading 
any of them. 

• You have requested papers on ful­
lerene research. Shall I order papers on 
other organic microclusters as well? 

Although the commands and re­
sponses are represented here as typed 
English sentences, other forms are pos­
sible. They might be handwritten or 
spoken, more or less grammatical and 

explicit, in other human languages or 
perhaps in a more rigid computer lan­
guage (such as SQL , a language de­
signed for querying data bases). They 
might be specified by checking off op­
tions and filling in blanks on a form or 
by providing terse answers to a series 
of questions posed by the agent. 

T
he changes in the computer's 
role-from cloistered oracle to 
personal implement to active as­

sistant-have come in distinct waves 
that can be likened to paradigm shifts, 
the term by which Thomas S. Kuhn, 
a philosopher at the Massachusetts In­
stitute of Technology, describes revolu­
tions in scientific thought. Computing 
paradigms are made possible by steady 
improvements in a variety of technolo­
gies, together with a maturation of the 
market. They seem to happen at inter­
vals of about a decade. 

The original computer paradigm was 
invented in the late 1940s, when the 
programmable calculator was designed 
as an engineering tool; it became com­
merCially practical in the 1950s. The 
first shift came in the 1960s, when the 

LAWRENCE G. TESLER is vice preSi­
dent of advanced products for Apple 
Computer Inc. In his former positions 
with the company, he built a central re­
search group and directed the develop­
ment of such software products as the 
applications and user interface for the 
Lisa computer, the MacApp software de­
velopment framework and AppleEvents 
(a mechanism that allows software ap­
plications to cooperate in service to the 
user). In the 1970s Tesler worked at the 
Xerox Corporation, where he introduced 
modeless editing and browsing in paned 
"windows," now a fixture in many inter­
faces. In the 1960s he managed a small 
software company, developed easy-to­
use animation software and conducted 
research in cognitive modeling and natu­
ral language processing at the Artificial 
Intelligence Laboratory of Stanford Uni­
verSity, his alma mater. 

computer was adopted as a data-pro­
cessing engine by corporations. The 
second came in the 1970s, when the 
computer's services were shared among 
many subscribers. The third shift, in the 
1980s, transformed the computer into 
a desktop productivity tool for individ-
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uals. The fourth is now under way. Its 
harbingers are the increasingly net­
worked laptop devices and electronic 
pocket calendars-mobile machines I 
call pericomputers. Pericomputers are 
valuable both for the limited functions 
they can perform in isolation and for 
the access they afford to an electroni­
cally embodied world of information. 

Each shift has fundamentally altered 
the way people perceive computers. In 
the 1960s, for example, computing pow­
er was dear, and matters had to be ar­
ranged at the machine's convenience, 
as it were. Data had to be processed in 
huge batches for the technology to pay 
its way. Only very large organizations 
could generate such batches. Compa­
nies would, for example, run a payroll 

SOURCE: Victor Peterson, NASA Ames 

program to process the week's time 
cards, then immediately load another 
"job" -a program with its accompany­
ing data-into the computer. Jobs were 
coded on punched cards or magnetic 
tape, and results were delivered as 
"listings" printed on fanfold, perforat­
ed paper. The computer would stop at 
any error it encountered, in program or 
data, and return the faulty job to the 
customer for corrections, a madden­
ing process when reiterated over many 
hours or even days. 

In the 1 9 70s time-sharing made data 
processing more affordable by allowing 
many subscribers to split the cost of 
a computer. This was done by adapt­
ing the operating system (by which the 
computer coordinates its internal activ-

COMP UTING COST has been halved approximately every three years, as indicated 
in this graph of the most powerful co mmercial machines of each era. 
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ities) so that it divided the machine's 
attention among such "tasks" as inter­
acting with a particular user terminal. 
The computer would flit from one task 
to the next at intervals ranging from 
less than a tenth of a second to a sec­
ond or more, depending on the load of 
work at the time. Computers became 
easier to use because they could be 
reached from a terminal and interro­
gated in real time. That is, one could 
now work one's way through a prob­
lem by asking a question and using the 
answer to frame the next question. 

Personal computers initially provid­
ed services similar to time-sharing, but 
with much greater convenience. Advanc­
es in microprocessors enabled manu­
facturers to fit a computer on a single 
chip, m aking it cheaper to buy a small 
computer than share a large one. Now 
that users no longer depended on cost­
ly shared facilities, they could work at 
will on matters that had previously re­
quired scheduling. Word processing and 
chart creation became routine. 

As a result, a new class of users 
was led through a series of increasing­
ly capable software programs, such as 
spreadsheet applications and page lay­
out aids, that were made practical by 
the dedication of unprecedented pro­
cessing power to one individual. Inter­
rogation also became easier because the 
burden of keeping track of the possible 
commands shifted from the user to the 
computer. Now, for example, various 
choices are displayed in menus and 
palettes that one can scan visually be­
fore pointing out the desired choice. 

For the millions of people who could 
afford computing power for the first 
time, the benefits were compelling. They 
no longer had to retype a page to add 
one sentence, wait weeks for others to 
provide them with typesetting or lay­
out service, make a decision based on 
one or two tediously calculated finan­
cial projections or present an exciting 
idea in a drab form. The new services 
began as a l uxury but quickly became 
de rigueur, much as typewriting had a 
century before. 

It is important to note that the old 
paradigms do not necessarily die out 
completely. In this respect, the evolu­
tion of computing recalls that of or­
ganisms, which often survive in cer­
tain ecological niches even though they 
have been superseded elsewhere by new 
forms of life. Time-s haring, for instance, 
still dominates industries that process 
many transactions-b anking, credit-rat­
ing services and airline reservations 
agencies, for example. New applications 
have also been developed to take advan­
tage of personal computers. Subscribers 
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FLAT SCREENS, such as this Jiquid-crystal display of mM (left) 
and this plasma display of Fujitsu (right), are considered crn-

cial for the development of compact, portable computers. Fu­
ture designs will have to consume less power. 

can use their modems to dial on-line 
news, shopping and banking services. 

Similarly, the hardware associated 
with mobile computing will not elimi­
nate desktop computers. A computer 
plugged into a wall socket quite literal­
ly has more power than one operated 
from batteries. A person working at a 
desk will have occasion to exploit the 
larger screen and more capacious stor­
age of a larger machine, as well as the 
faster and more accurate input of a 
full-size keyboard. Another continuing 
advantage of fixed computers lies in 
the vast amounts of information that 
can be fed to them. Wires can carry 
more data than radio waves, and opti­
cal fiber-the projected successor to 
wire-will widen the gap. This edge will 
be felt in desktop conferencing and 
other data-hungry video applications. 

E
very era of computing reflects the 
contemporary speed of compu­
tation, the variety of information 

that can be processed, the ways com­
puters can be linked into networks, 
the software by which such networks 
are exploited and the ways in which 
humans can interact with the devices. 
Speed, the most basic element, has im­
proved largely through miniaturization. 

As electronic devices shrink, signals 
traverse them faster, more operations 
can be performed in a given period and 
the cost of computing falls. At the same 
time, more devices are packed on a chip 
and thus manufactured in larger batch­
es, reducing the unit cost of manufac-

turing. Lower costs increase sales, pro­
ducing additional economies of scale. 
From the user's point of view, the de­
cline in size yields rapid improvements 
in usefulness and convenience. More­
over, there is every reason to expect 
the trend to continue [see illustration 
on opposite page]. 

Thirty years ago computers were as­
sembled painstakingly out of thousands 
of transistors and capacitors. Today 
factories mass-produce computers out 
of a handful of integrated-circuit chips, 
each comprising millions of compo­
nents. In the 1990s, instead of packag­
ing each chip in its own centipedelike, 
flat package, the semiconductor indus­
try will achieve still higher densities of 
circuits by producing multichip mod­
ules in two and even three dimensions. 
Stacks of chips will form blocks the 
size of sugar cubes. 

Miniaturization also improves oth­
er components of computing systems. 
Memory, for example, was bulkier than 
paper as recently as 20 years ago. To 
store in immediately accessible form 
a million characters of text (about as 
many as appear in two copies of this is­
sue of Scientific American), one then re­
quired a disk pack the size of a birth­
day cake. By the 1980s that many data 
could be stored on a diskette that fit­
ted into a shirt pocket. In the 1990s it 
will be carried on a semiconductor de­
vice no larger than a credit card. 

New kinds of data become usable with 
each new paradigm. Early batch-pro­
cessing systems could manipulate only 

numbers and uppercase letters. Time­
sharing systems made possible interac­
tive document and message editing and 
often supported vector graphics, which 
render line drawings on the screen. With 
personal computers came raster graph­
ics, matrices of dots like the pixels that 
represent television images. Desktop 
personal computers already support 
such media as audio, video, animation 
and three-dimensional graphics, once 
the domain of expensive workstations. 
The coming generation of mobile com­
puters will emphasize facsimile and 
speech, media that are particularly use­
ful to those who are away from the 
office. 

Networks became important as suc­
ceeding paradigms increased the num­
ber of computers in service. When batch 
processors were few, there was little rea­
son to try to make them work in con­
cert. Time-sharing, however, is unthink­
able without networks: dedicated or 
dial-up lines must connect numerous 
terminals to a host computer, either a 
corporate mainframe or a departmen­
tal minicomputer. The obvious next step 
was to establish wider networks, among 
many bank branches, for instance, to 
make possible the electronic exchange 
of data. Time-sharing users shared cen­
trally located mass storage facilities and 
high-speed printers connected to the 
host. They could post electronic mail 
messages for other users to see when 
they next logged in at their terminals. 
The early terminals were "dumb," that 
is, they served as mere data links. Lat-
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mM'S EXPERIMENTAL NEXIS CHIP converts signals from opti­
cal to electronic form fast enough for computers to exchange 
data in real time over long distances. Such capabilities will be 
necessary for advanced networks. The chip integrates four 

gallium arsenide detectors with the circuitry that amplifies 
and preprocesses their output signal. The fiber-optic channels 
(center) are made visible by the transmission of red light; in­
frared light is normally used to minimize energy losses. 

er versions incorporated minimal com­
puting power, thus pointing the way to 
personal computers. 

In the desktop computing era, com­
puter networks have assumed new 
forms. Local-area networks connect per­
sonal computers to one another and 
to shared machines-both general-pur­
pose computers, called hosts, and spe­
cial-purpose machines, called servers, 
which provide communal files, high­
quality printing and institution-wide 
electronic mail. Wide-area networks in­
terconnect the various fragments of 
an enterprise, linking the big machines 
and file servers to desktop machines. 
As computers become mobile, wireless 
connections will proliferate until the in­
formation network becomes virtually 
ubiquitous. 

Software applications will also change 
as mobile computers begin to appear 
in-or out of-briefcases, purses and 
pockets. Today's portable machines 
mainly continue the menu style of in­
teraction, but in the next decade sup­
plementary styles will arise. Transcrip­
tion software, for example, has already 

appeared that enables portable ma­
chines to display printed versions of 
handwritten words and polished ren­
derings of roughly drawn figures. Re­
lated software recognizes hand-drawn 
symbols that each represent an entire 
command or idea. Speech-recognition 
software that obeys spoken commands 
is also finding wider application as the 
technology improves. 

Most portable computers now run 
software written for larger machines, 
but applications packages are being de­
signed for people who are away from 
their desks. In such situations, users 
make notes and sketches but lack the 
time to compose and edit their jot­
tings. They also exchange information 
with clients and colleagues, check in 
with the home office and plan their ap­
pointments and how to get to them. 

Palmtop machines that perform 
these functions constitute the first full­
fledged pericomputers. So far they can­
not compute much, but they suffice for 
situations into which full-function com­
puters cannot go. One can, for example, 
work out the day's itinerary on a desk-
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top machine and transfer it to a peri­
computer for quick reference. Notes 
taken in the field can be readied for 
desktop editing; a pocket calendar and 
a group calendar can be kept in agree­
ment. Such modest applications will es­
tablish a customer base large enough 
to justify writing a wide range of spe­
cialized software. New software will 
then widen the market. 

Software, indeed, will change more 
than any other element in the comput­
ing paradigm. For the first time, it will 
be written with an eye to the group as 
well as to the individual. The change re­
flects the widening of networks, which 
bring users closer to the work and to 
one another. It is sometimes hard to 
remember that until the late 1970s 
computers were operated by technical 
experts. They were the trained chefs 
of the industry: users placed their or­
ders and awaited service. The arrival of 
personal computers enabled people of 
all backgrounds to use computers. As 
in home cooking, more effort was of­
ten necessary, but the results, if not al­
ways quite up to commercial standards, 
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were at least fully under one's control. 
In five or six years' time it will be as 

natural to collaborate through a net­
work as it is to prepare a holiday feast 
with friends in a common kitchen. The 
software that supports group activity is 
called groupware; the collaborative ac­
tivity itself has been dubbed Computer­
Supported Cooperative Work . CSCW can 
be conducted in one place or many, at 
the same or different times: a meeting 
in a conference room, a video confer­
ence involving distant sites, an electron­
ic bulletin board through which workers 
on different shifts cooperate or an elec­
tronic mail system through which an au­
thor and an editor exchange drafts. 

When the calendars of the members 
of an organization are kept on a net­
work server, meeting times convenient 
to them all can be found automatically 
by groupware such as Meeting Maker, a 
product designed by ON Technology in 
Cambridge, Mass. The initiator selects a 
time and an available room, types in an 
agenda and transmits it to prospective 
attendees. The software invites the peo­
ple, asks them whether they plan to at­
tend and gives them the opportunity to 
comment. The initiator of the meeting 
can reschedule the meeting with ease, 
literally by dragging a visual represen­
tation of the event from one part of the 
calendar to another with a hand-oper­
ated mouse or stylus. The system then 
notifies the participants of the change. 

Whereas Meeting Maker enhances the 
productivity of a group, other group­
ware goes further by supporting ab­
stract intellectual collaboration. Engi­
neers in different parts of the world, for 
example, will be able to design together 
as if they were standing in front of the 
same chalkboard. Networked computers 
can simulate many existing collabora­
tion tools and overcome some of their 
limitations. A computer can keep an 
accurate record of a dialogue for later 
reorganization, editing and distribution. 
It can ease the construction, viewing, 
modification and presentation of mod­
els in three or more dimensions. It can 
transport drafts by electronic mail so 
that each participant can quickly make 
editing changes. It can keep track of 
who changed what and merge noncon­
flicting changes automatically. 

When everyone in a brainstorming 
meeting has a computer and all the 
computers are on a network, ideas can 
be captured and displayed in a shared 
space for all to see, either on their sep­
arate computers or on a wall-projected 
display. Experience at the Xerox Palo 
Alto Research Center and other CSCW 
research centers has shown that people 
judge ideas that appear on a screen 

more for their value than by the rank 
of the contributor. An added advantage 
is that people need not wait their turn 
or even speak up to be heard [see 
"Computers, Networks and Work ," by 
Lee Sproull and Sara Kiesler, page 116]. 

Groupware becomes more worthwhile 
when wireless communications allows 
users to gain access to it at will. Such ac­
cess is crucial: people want to form im­
promptu working groups in any room, 
whether or not it has network sockets, 
and they most need access to group cal­
endars when they are away from their 
desks. "''hen this becomes practical, oth­
er needs will become apparent, too. A 
person on the move or in a meeting can­
not stare at a screen or issue detailed 
instructions, for example, but it is easy 
to give a brief command to an infinitely 
patient and obedient software agent. 

Groupware and other network soft­
ware will in many cases succeed or fail 
on the basis of how many tenths of a 
second it takes to respond to a user's 
query. In many cases, limited products 
will beat sophisticated ones by getting 
the job done immediately. This will be 
especially true of active services, such 
as those provided by software agents, 
that guide a person's decisions in real 
time. A driver who wants to change 
course to avoid a traffic snarl, for ex­
ample, cannot wait long for directions. 

It is not enough that software be 
quick to please; it must also be easy to 
obtain. The marketing trend can already 
be discerned. Personal desktop com­
puting stimulated a market for generic 
applications with mass-market appeal, 
with the result that software publishers 
now routinely distribute their products 
on "floppy" disks or pocket-size dis­
kettes through retail outlets and by 
mail order. When software distribution 
becomes electronic, people will be able 
to order a product and load it into 
their computers in a matter of minutes. 
There will be less temptation to make 
illegal copies, which many people do to 
save not money but time. 

Electronic software distribution will 

also lead vendors to package software 
into smaller units that can be transmit­
ted more easily. Consumers will com­
pose their own applications out of sep­
arately acquired software, analogous to 
the components of a home audio sys­
tem. The advent of such "component" 
software will reverse the past decade's 
trend toward ever larger, more expen­
sive and harder-to-Iearn applications. 
Instead of upgrading from last year's 
word processor with 20 features to this 
year's version with 40, a customer can 
select desired features from a catalog. 
Those who need a new feature will be 

able to receive it immediately and, in 
some cases, automatically. Subscribers 
to the Prodigy service network already 
do so: their personal computers receive 
updated software immediately after the 
subscriber logs onto the service. 

M
any hurdles must be cleared be­
fore the promise of ubiquitous 
networks can be fully realized. 

Several hurdles may constitute serious 
bottlenecks, a problem familiar in the 
early stages of previous paradigms. Al­
though aspects of personal computing 
had been predicted many years before­
hand, for example, it took technologies 
such as the Single-chip microproces­
sor and semiconductor DRAM (dynam­
ic random-access memory) as well as 
many commercial factors to fulfill the 
predictions by 1980. For mobile net­
worked computing to become main­
stream in the 1990s, a number of tech­
nologies will have to advance in terms 
of their speed, weight, size, ruggedness, 
cost and consumption of electric power. 

Compact, power-thrifty video screens 
are an absolute necessity for pericom­
puters. Liquid-crystal displays (LCDs) 
are the current standard, although they 
are only now beginning to match cath­
ode-ray tubes in quality. One approach 
that promises to solve the problem, pi­
oneered independently by RCA Labora­
tories and by Westinghouse Laborato­
ries, switches liquid-crystal elements so 
that they polarize light, thus directing 
it to the proper color filter. Color LCDs 
and their fluorescent backlights, howev­
er, place a major load on the portable 
battery. New technologies that emit light 
directly from the screen may provide 
alternatives that consume less power. 
One candidate is the field-emission dis­
play, which incorporates thousands of 
microscopic cathodes. 

The power drain of a portable com­
puter's electronics places one of the 
most important constraints on its per­
formance. The devices that require the 
least power are therefore attracting the 
most interest. Among them are chips 
made according to the process of com­
plementary metal oxide semiconduc­
tors (CMOSs); systems that operate at 
a low voltage (say, 3.3 volts, instead 
of the standard five volts); circuits that 
employ few chips, thus lessening the 
charge on interchip wiring; and archi­
tectures that use a slow system clock 
(which paces all components the way a 
conductor paces an orchestra). 

The two most promising architec­
tures wring more speed from less pow­
er in quite different ways. One is called 
RlSC (reduced instruction set comput­
er) because it transfers much work from 
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the hardware to software. Yet most 
available RISC architectures have been 
of limited use in mobile machines be­
cause they have been designed to op­
timize performance, not to minimize 
size and power consumption. One ex­
ception is the design of ARM Ltd of 
Cambridge, England. 

The other approach avoids the trade­
off between clock speed and power con­
sumption by jettisoning the clock. Such 
data-flow, or asynchronous, architec­
tures were originally designed to aid 
in the field of parallel processing. They 
schedule each processing step to begin 
only when the necessary data become 
available. But just-in-time computing in­
troduces great complexities. It is rather 
like running an orchestra whose mem­
bers get their cues from one another, 
rather than from a conductor. 

If. power is at a premium, one might 
also try to improve the batteries. The 
weaknesses of current batteries include 
the lack of reusability of alkaline de­
signs, the low capacity of nickel-cadmi­
um batteries and the bulk of lead-acid 
batteries. These weaknesses can some­
times be offset. Miniaturization has im­
proved capacitors, for instance, so that 
they can accumulate power from low-

output sources and supply it in peri­
ods of high demand. Software has also 
been used to drain power automatical­
ly from nickel-cadmium batteries be­
fore each recharge, thereby averting a 
permanent loss of storage capacity (or 
so-called memory effect). New batteries 
based on nickel-metal hydride and lith­
ium also offer great promise, as do pho­
tovoltaic cells, which are already used 
in calculators. Unfortunately, the con­
servation of energy makes it impos­
sible for any manageable array of so­
lar cells to supply a backlight bright 
enough to overcome the sun's glare. 

T
he technologies of handwriting 
and speech recognition are im­
portant because they make mo­

bile computers easier to use. That mis­
sion must always be kept in mind; oth­
erwise, one may be tempted to judge a 
system solely by the number of words 
it can distinguish or the percentage of 
errors it makes. Handwriting recogni­
tion has been touted for bringing com­
puters into the lives of people who do 
not like to type. Even those who do like 
to type cannot do so when standing 
or holding a machine. In Japan, where 
the language has a profusion of written 

PERSONAL ORGANIZER brings networks to the palm of one's hand. These mobile 
devices can be downloaded directly (as shown above) or by telephone. 
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symbols that keyboards cannot easily 
handle, the technology is considered a 
key selling point. 

Experience gained with handwriting 
recognition will be valuable because it 
can, to some extent, be transferred to 
speech recognition. Both technologies 
require, in the more sophisticated ap­
plications, a detailed linguistic analysis 
by which the software raises its chance 
of recognizing a word or phrase. Both 
face the challenge of finding where one 
word ends and the next one begins. Fi­
nally, both must be trainable, so that 
they can adapt their representations of 
letters or sounds to the handwriting 
and pronunciation of the user. 

Versatile speech recognition requires 
substantial computing power, but less­
er hardware can provide limited capa­
bilities that often prove useful. It is 
hard to program any computer to take 
continuous dictation without mistaking 
the end of one word for the beginning 
of the next. But it is easy to program 
even a hand-held computer to distin­
guish "yes" from "no." A handful of 
commands may be all most users need 
to utter when their hands are not free. 
It has been shown, for example, that 
mail sorters become much more pro­
ductive when they call out zip codes in­
stead of dropping their work to fill out 
a form. Yet this application requires that 
the system distinguish only 10 words: 
those for the numerals. 

Recognition systems can identify a 
stroke of the stylus or a trill of the 
voice by analyzing it into a set of fea­
tures. Such features can then be com­
pared against a template stored in the 
computer's memory. Alternatively, the 
features can be analyzed by neural net­
works, so called because they mimic 
the way in which the brain is believed 
to work. A computer links a digital rep­
resentation of neurons into a network, 
then selectively changes the weights as­
signed to each connection. A process 
of trial and error then "trains" the sys­
tem to distinguish various signals. 

Another technical challenge to wire­
less pericomputers is the capacity of 
the electromagnetic medium itself. To 
prevent one transmitter from drowning 
out another, networks within a given 
building will group transmitters into 
cells as small as a room. Larger cells will 

require radio, although local ones may 
choose infrared light because it uses 
a part of the electromagnetic spectrum 
that is not regulated by federal and in­
ternational authorities. 

The limited carrying capacity of that 
spectrum was exemplified about 10 
years ago, when the vogue for citizens 
band (CB) radio collapsed of its own 
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MASTER AND MAN: the image of the computer has changed 
with its mode of use. When the machines were expensive and 
hard to program, they were portrayed as remote tyrants, as in 
the 1970 movie Colossus: The Forbin Project. In this scene, Dr. 

Forbin is shown leaning against Colossus, the computer that 
he designed and by which he is finally mastered. Will tomor­
row's computer be able to play the benign role of the ideal per­
sonal servant-at once ubiquitous and inconspicuous? 

weight when users could no longer 
make themselves heard above the din. 

Yet that crunch on band space will seem 
as nothing once mobile computers start 
blasting megabytes of data across the 
ether. Even the adoption of a system 
of cellular relays, such as the one now 
used for car telephones, might not defer 
saturation for more than a few years. 

Cellular systems will in any case be 
necessary because mobile machines 
have to be tracked as they move. If two 
collaborating users get out of range, the 
network will have to reestablish the con­
nection transparently through interme­
diary routing equipment. Even so, there 
will be times when mobile devices lose 
contact. Software must therefore be de­
signed so that people affected can easi­
ly resume interrupted communication. 

N
o less important than the chang­
es in technology are their human 
effects. Every new paradigm has 

molded the way users perceive their sta­
tus in relation to the computer. In batch 
and time-sharing days, many users felt 
subservient; desktop computers gave 
them independence; mobile networked 

computers will bring them freedom. 
The networked computer will thus 

challenge not only business but also 
society. Universal connectivity raises is­
sues of security and personal and busi­
ness privacy. It also raises the ques­
tion of the distribution of power. The 
chasms between rich and poor could 
widen, for example, if the latest com­
puting paradigm creates still more op­
portunities for educated people and still 
fewer for the uneducated. 

For reasons of social equity and eco­
nomic effiCiency, it will become more 
important than ever to educate all peo­
ple so that they can benefit equally 
from the information resources that 
are about to become available. Should 
the benefits of networks become gener­
al, democracy might well be enhanced. 
Such a pattern can be discerned in East­
ern Europe, where the recent revolu­
tions appear to have been helped along 
by the presence of personal computers, 
copiers and facsimile transmitters. 

The computer, then, has changed 
much since the days when the movies 
portrayed it as a relentless superbrain, 
extending its tyranny to all the world. 

Its popular image has also changed, al­
beit with a slight lag. Yet the day is not 
distant when mobile computers will be 
common in movies and movie sets alike, 
where they will manage everything from 
the scriptwriter's 23rd draft to the key 
grip's accumulating overtime pay. In 
that day, art will catch up to life, and the 
computer will take on a new persona. 
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