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8 Introduction 

predetermined the horizon. If AI systems are seen as more re
liable or rational than any human expert, able to take the "best 
possible action," then it suggests that they should be trusted to 
make high-stakes decisions in health, education, and crimi
nal justice. When specific algorithmic techniques are the sole 
focus, it suggests that only continual technical progress mat
ters, with no consideration of the computational cost of those 
approaches and their far-reaching impacts on a planet under 
strain. 

In contrast, in this book I argue that AI is neither ar

tificial nor intelligent. Rather, artificial intelligence is both 
embodied and material, made from natural resources, fuel, 
human labor, infrastructures, logistics, histories, and classifi
cations. AI systems are not autonomous, rational, or able to 
discern anything without extensive, computationally intensive 
training with large datasets or predefined rules and rewards. In 
fact, artificial intelligence as we know it depends entirely on a 
much wider set of political and social structures. And due to 
the capital required to build AI at scale and the ways of seeing 
that it optimizes AI systems are ultimately designed to serve 
existing dominant interests. In this sense, artificial intellige�e 
is a registry of power. 

In this book we'll explore how artificial intelligence is 
made, in the widest sense, and the economic, political, cul
tural, and historical forces that shape it. Once we connect AI 
within these broader structures and social systems, we can es
cape the notion that artificial intelligence is a purely techni
cal domain. At a fundamental level, Al is technical and social 
practices, institutions and infrastructures, politics and culture. 
Computational reason and embodied work are deeply inter
linked: Al systems both reflect and produce social relations 
and understandings of the world. 

It's worth noting that the term "artificial intelligence" 
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can create discomfort in the computer science community. 
The phrase has moved in and out of fashion over the decades 
and is used more in marketing than by researchers. "Machine 
learning" is more commonly used in the technical literature. 
Yet the nomenclature of AI is often embraced during fund
ing application season, when venture capitalists come bearing 
checkbooks, or when researchers are seeking press attention 
for a new scientific result. As a result, the term is both used 
and rejected in ways that keep its meaning in flux. For my pur
poses, I use AI to talk about the massive industrial formation 
that includes politics, labor, culture, and capital. When 1 refer 
to machine learning, I'm speaking of a range of technical ap
proaches (which are, in fact, social and infrastructural as well, 
although rarely spoken about as such). 

But there are significant reasons why the field has been fo
cused so much on the technical-algorithmic breakthroughs, 
incremental product improvements, and greater convenience. 
The structures of power at the intersection of technology, capi
tal, and governance are well served by this narrow, abstracted 
analysis. To understand how AI is fundamentally political, we 
need to go beyond neural nets and statistical pattern recog
nition to instead ask what is being optimized, and for whom, 

and who gets to decide. Then we can trace the implications of 
those choices. 
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